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Robust Information Extraction (Robust IE)

How do we make |IE models more reliable?




Information Extraction (IE): A Fundamental Problem of NLP

The process of automatically inducing structural information (about concepts and their relations)

from unstructured text

Honolulu

From Wikipedia, the free encyclopedia

This article is about the largest city and state capital city of Hawai

Honolulu itself, see Honolulu County, Hawail. For other uses, see

largest city of the U.S. state of Hawaii, which is located in the
Pacific Ocean. It is an unincorporated county seat of the
consolidated City and County of Honolulu, situated along the
southeast coast of the island of O'ahu,[a] and is the westemmost
and southernmost major U.S. city. Honolulu is Hawaii's main
gateway to the world. It is also a major hub for international
business, finance, hospitality, and military defense in both the state
and Cceania. The city is characterized by a mix of various Asian,
Western, and Pacific cultures, as reflected in its diverse
demography, cuisine, and traditions.

Honolulu means "sheltered harbor'™® or "calm port” in Hawaiian:[1%]
its old name, Kow, roughly encompasses the area from Nu‘uanu
Avenue to Alakea Street and from Hotel Street to Queen Street,
which is the heart of the present downtown district. "' The city's
desirability as a port accounts for its historical growth and
importance in the Hawaiian archipelago and the broader Pacific
region. Honolulu has been the capital of the Hawaiian Islands since
1845, first of the independent Hawaiian Kingdom, and after 1898 of
the U.S. territory and state of Hawail. The city gained worldwide
recognition following Japan's attack on nearby Pearl Harbor on
December 7, 1941, which prompted decisive entry of the U.S. into
World War I the harbor remains a major naval base, hosting the
U.S. Pacific Fleet, the world's largest naval command.[2]
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IE Is Integral to Natural language Understanding
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Understanding text depends on the ability to extract
Information from it

> |ldentifying and contextualizing
» entities,

» events,
» relations, etc.

> Inferring the identities of concepts

> Answering questions about the text

In the fi; Who scored the longest touchdown pass of the game?

Greg Olsen. ... In the third quarter, the ... back Adrian Peterson's |-yard
touchdown run. Th ncreased their lead over the Vikings with
Cutler's 2-yard T ss to tight end Desmond Clark. The gap was
reduced when ired a 6-yard TD pass tol tight end Visanthel
Shiancoe. Th hgs ... with Adrian Peterson's second I-yard TD run.
responded with Cutler firing a 20-yard TD pass to wide
ennett. The Bears then won on Jay Cutler's game-winning
pass to wide receiver Devin Aromashodu.

What is her selzure frequency?
eports worse )W occurring

to 10/week, in clusters about 2 3 day/week Previously
reported seizures occurring about 2-3 times per month, often
around the time of menses,...

Mayor Rahm Em: How much did his challengers raise? toward

his bid for a third term — more than five times the total raised by
his 10 challengers combined, campaign finance records show.

The COVID-19 pandemic in the United States is part of

the worldwide pandemic of coronavirus disease 2019 (COVID-
19).As of October 2020, there were more than 9,000,000 cases
and 230,000 COVID-19-related deaths in the U.S,, representing
20% of the world's known COVID-19 deaths, and the most
deaths of any country.




IE Benefits For Content Management

Extracting structures about tasks,
steps and concepts

Deep Learning: Feedforward Neural Networks

The feedforward neural network is the simplest type of artificial neural
network which has lots of applications in machine learning. It was the
first type of neural network ever created, and a firm understanding of
this network can help you understand the more complicated
architectures like convolutional or recurrent neural nets. This article is
inspired by the Deep Learning Specialization course of Andrew Ng in
Coursera, and | have used a similar notation to describe the neural net
architecture and the related mathematical equations. This course is
very good online resource to start learning about neural nets, but sinde
it was created for a broad range of audiences, some of/the
mathematical details have been omitted. In this article, | will
derive all the mathematical equations that describe the feegdforward
neural net.

The architecture of neural networks

The leftmost layer in this network is called the input layer, and
the neurons within the layer are called input neur. The rightmost
or output layer contains the output neurons, or, as in this case, a
single output neuron. The middle layer is called a hidden layer,
since the neurons in this layer are neither inputs nor outputs.

Regularization in Deep
Learning

Regularization is a set of techniques
that can prevent overfitting in
neural networks and thus improve
the accuracy of a Deep Learning

model when facing completely new

Weight initialization for neural networks

Historically, weight initialization involved using small random
numbers, although over the last decade, more specific heuristics
have been developed that use information, such as the type of
activation function that is being used and the number of inputs

Procedural Index

A consolidated semantic index
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Preprocessing

L] Architecture

Procedural Goal: Data Freprocessing '

Data Data Data
| cotecion i cianing Il sugmeresin |

cecmemm———

. Procedural Goal: Troining a FENN
Data

to the node. These more tailored heuristics can result in more
effective training of neural network models using the stochastic
gradient descent optimization algorithm. In this tutorial ...

data from the problem domain. In
this article, we will address the
most popular regularization
techniques which are called L1, L2,
and dropout...

Training a Feed-Forward Neural Network

Weight
Initialization

Optimizing
Parameters

Conf: 0.87

Timely in-context content delivery in HCI &

Consolidated Knowledge Nuggets

Conf: 0.87

Conf:
| 0.90
$ @

D 3]

Conf: 0.65



https://www.coursera.org/specializations/deep-learning?utm_source=gg&utm_medium=sem&utm_content=17-DeepLearning-ROW&campaignid=6465471773&adgroupid=77415260637&device=c&keyword=coursera%20deep%20learning%20ai&matchtype=b&network=g&devicemodel=&adpostion=&creativeid=379493133115&hide_mobile_promo&gclid=CjwKCAjw4pT1BRBUEiwAm5QuRwgTOsOYZ5KBSCJ2uUPnH0uM5tieL87a4aVcmxP_SAtDaaMX2_9prBoCmjEQAvD_BwE

IE Is the Backbone of Any Knowledge-driven Tasks ==
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Pubmed bloRle F-'-'Freebase' yaGo* @RUGBANK g;%
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PROTEIN DATA BANK
multilingual knowledge graph

@ Knowledge Representation
| |
' Common -l| Narrative Medical
Sense Understanding I~
Commonsense QA Storytelling Proteomic Interaction Prediction Diagnostic Prediction
Event Prediction Content Selection Mutation Effect Estimation Disease Phenotyping

Intent Prediction Newsworthiness Detection Genomic Function Prediction Drug Repurposing
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How IE Is Doing Today

On Benchmarks In Reality

_ _ IE is still brittle,
Rise of the Pre-trained Models | stayed in | Treasure Island | for two nights when | was in | Las Vegas | |
LOC
\ J
Y
B Parsing

Island X !7 &
m LR (TAC KBP I5) A =

70 m CNN-PE ILSLéND
Position Attention —
- limitedly generalizable,
4 m C-GCN o
60 m BERT - p _ ,
m ERNIE { . |:> o
m R-BERT =
50 ® SpanBERT & + &S =
. m RoBERT-NLI
B KnowBERT and costly to develop.
40 = MTB
m K-ADAPTR o AIDA, KAIROS, BETTER, LwLL,
LUKE KMASS, GAIA, ECOLE...: all
30 m SuRE (Ours) costing tens of millions $

2015 > 2022

Relation Extraction
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Challenge: Expensive Supervision

Obtaining direct supervision for |IE is difficult and expensive

On Tuesday, there was a typhoon-strength
(ei:storm) in Japan. One man got (eg:killed)
and thousands of people were left stranded. Po-
lice said an 81-year-old man (es:died) in cen-
tral Toyama when the wind blew over a shed,
trapping him underneath. Later this afternoon,

with the agency warning of possible torna- - efore - Belore “Pa’e"t'c"”d

does, Japan Airlines (e4:canceled) 230 domestic -t . :aﬁecﬁng]
flights, (es:affecting) 31,600 passengers. :

Scooter

Data |F
Annotation |

Reading long documents, recognizing complex structures Costs $2-$6 and >3 minutes for just | relation [Paulheim+ 2018]

Noise
* In-correct labels: e.g. 5-9% errors in TACRED,
CoNLLO3, DocRED
Low agreement: <70% IAA in HiEve, Intelligence
Community, etc.

Insufficiency
 General domain: A few hundred documents or ten
thousand scale sentences with annotation
 Specific domain: Up to several thousand

sentences. _ _ )
Low-resource Domams with AImost No Annotations

W 977 %.lfﬂd*w
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Challenge: Accountability

Making Faithful Extraction

Bill Gates | paid a visit to |Building 99 | of jacuez"l -  Spurious correlation Harmul N many scenarios
ORG . Biased knowledge Extracting drug information

\ Y ) Extracting disease
phenotypes
Extracting disaster events

FounderOf X i> 4 Software version compatibility

Knowing the Decision Boundary
Real-world application often exposes much more diverse inputs, with lots of exceptions, to |IE systems.

Michael Jordan | is a professar at | Berkeley ) Michael Jordan | did not attend
ORG = ? ORG

ada o o No Iéel
SARS - CoV-2 ORF3a interacts with VSP39 -- a core subunits of HOPS complex D)
Nothing to extract

Out-of-Distribution Inputs
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Challenge: Consistency

Extracts are interdependent decisions.

An article about a storm hazard in Japan

On Tuesday, there was a typhoon-strength [ e, storm }\
(e1:storm) in Japan. One man got (es:killed) o
and thousands of people were left stranded. Po- s
lice said an 81-year-old man (es:died) in cen- » Parent-event ‘\\
tral Toyama when the wind blew over a shed, .
trapping him underneath. Later this afternoon, v Ssa

with the agency warning of possible torna- [ e, killed ] * e, canceled ]
does, Japan Airlines (e4:canceled) 230 domestic Before
flights, (e5-affecting) 31,600 passengers.

Y

Extraction Should be Globally Consistent

Symmetry: e3:died is BEFORE e4:canceled => e4.:canceled is AFTER e3:died
Conjunction: e3:died is BEFORE e4:canceledne4:canceled is a PARENT EVENT of e5:affecting=> e3:died BEFORE e5:affecting
Implication, Negation ...

A BERT-based model getting 90% of correct pairwise decision still violates 46% of triplet constraints [Li et al. ACL-20]

How do we enforce logical constraints for consistent/self-contained IE?

How do we discover the constraints?




Our Goal: More Reliable IE
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Robustness
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In This Talk

1. Noise-robust IE 2. Faithful IE

3. Indirectly Supervised IE

model 1

p(l) ‘IE

aggregation of p" to p™

q

]
'Eugenio Vagni, the Italian

| |
> = E worker of the ICRC, Andreas E X n I I ' Automatic Text o°
T, - i - 1 H N . - ) . .
model 2 LA SN .. ground-truth labels E izgelL(;iasb‘thOZFl:;gdi’]Tad Mmy H I o QQ\O(\' &ﬁc‘e | summarlzatlon » P
A ! tlippines ! &F & ! >
: A Yy i were released by therr Abu: ! N ! — ° P
o 0 PO [I: | Sayyaf captorsseparately. | & i = » =] g
- « - - back-propagation (— ! — @

mean aggregation
A A counterfactual
o %o° analysis

‘ccc : A
A / AO:
A O ..

/ ripping = monitor

1 I
1 1
i |
A ® A T O® | :
PY [ ) : 1 E io Vi 2 ——— : 1 O ‘660 1
iead T~ | Eugenio Vagni ___ Switzerland | IR | hurt
: ! S
. o Lcc + Ccont ... AAA : {T\c;/of\/ E
® i & |
® XYpain |00 AA [ Y o . H cascaded == ordered
A Xoop Y )

* BEFORE => INCLUDED

4. Future Directions

L
\(m\\

\

-




Agenda

1. Noise-robust IE 2. Faithful IE 3. Indirectly Supervised IE
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Imperfect Supervision

Annotation for IE is difficult and expensive

On Tuesday, there was a typhoon-strength
(ey:storm) in Japan. One man got (es:killed)
and thousands of people were left stranded. Po-
lice said an 81-year-old man (es:died) in cen-
tral Toyama when the wind blew over a shed,
trapping him underneath. Later this afternoon,

with the agency warning of possible torna- - felre - efore “Pm”t'cm’d

does, Japan Airlines (e4:canceled) 230 domestic ( R mmﬂg)
flights, (es-affecting) 31,600 passengers. ’

Scooter

Data ‘\‘
Annotation *)

Reading long documents, annotating complex structures Requiring time and effort of annotators with expert knowledge

Hence, annotations are inevitably noisy (even in most popular benchmarks)
* 5-8% errors in TACRED and CoNLLO3
* 9% errors in DocRED
« <70% inter-annotator agreement in HiEve, Intelligence Community, etc.

Even moderate training noise leads to significant flaws

High-performance IE models must be

achievable under noisy supervision
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A Glance at Prior Solutions

Noise filtering and relabeling models trained with labeled clean data.

Supervised Denoising

Filteri Relabeli
iltering alanaling Cleaned Data

Noisy Data Model Model .
p N : manually labeling
¥ @ location enough clean data is
nowhere cheaper.

Example

Example 3
he Minnesota Lynx play

heir home games at
arget Center in

- [Minneapolis].

location

Mo matter whom
they buy from,
users blame
[Amazon].

+ location

b 4 ® company

V ® cil}-‘

Exam ple

The Minnesota Lynx
lay their home

gamesat Target ) 4 ® business ik
Center in place
[Minneapolis]. V4 ® place area
location . seat
\ / /

Onoe and Durrett. Learning to Denoise Distantly-Labeled Data for Entity Typing. NAACL 2019 (UT Austin)
Swayamdipta+. Dataset Cartography: Mapping and Diagnosing Datasets with Training Dynamics. EMNLP 2020 (Al2)

Reweighting k-folds of data based on cross-validation.

Ensemble-based Denoising
Partition into k folds ' Training Set for k-th fold

- - : — — NER Model ; ,
Original Training Set [Liverpool {ORG} 3:2.. o [Liverpool}{ORG} 3:2... |5 %0 for k-th fold | noise
(Liverpool{ORG} 3:2 ... | 'y | estimation and
I:> i Identify Potential Mistakes . . :
... live in [Chicago]{LOC} . 5 training and testing.

. - 11iv.e in [("IMH%{UJ{['U("} ' E:> v~ ... livein [Chicago]{LOC}. ... live in [Chicago]{LOC} .
[Chicago]{LOC} won ... [Chicago]{LOC} won ... 9  [Chicago]{LOC} won ... <:| [Chicago] {ORG} won ...

Wang et al. CrossWeigh: Training named entity tagger from imperfect annotations. EMNLP 2019 (UIUC)
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Unsupervised Denoising: Co-regularized Knowledge Distillation \iiZ
2.5 - - - o ] ] [l
=—a true labels L 0175 ogule sxampins Noisy instances are outliers
c noisy examples
2.0} e—e random labels |{ 3 ;5. i i i
@ #—= shuffled pixels || 3
215 — random pixels |{ 5 ****] _ o
) =& gaussian 2 0.1001 p(l) ageregation of p'1 to pt™
® i D model 1 q
o 1.0 = 0.075 [ J_I- S~ lI
> B N -7
[1v] _ ~ P
o 0.050 1 (2) S /;
0.5¢ 5 [ model 2 J— I L N/ ground-truth labels
30.025- "‘-h_{: F . y
0.0 gﬂ.ﬂﬂﬂ : : AT
0 S 10 15 20 25 0 5 10 15 20 25 (M)-ff,_—" I
thousand steps number of forgetting events { model M J_ P |
« - - back-propagation
( I ) (2) mean aggregation
Noisy labels lead to delayed learning curves [Toneva+ ICLR-19] Co-regularization Framework
Label X H Label X
&2 &2 &2
sAie P ML sAia P
Agree: Clean v Disagree: Noise X
Mutual agreement by models indicates clean/noisy labels
Z&C. Learning from Noisy Labels for Entity-Centric Information Extraction. EMNLP 2021
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Unsupervised Denoising: Co-regularized Knowledge Distillation 17

aggregation of p'! to p™

(1)
model 1 J— p . q 1
- - h—h‘:?ll

p? |2
model 2 v, ground-truth labels 2 .
_ M~ 7 ~
] : ) /v,_ Y \\\ I y

(-7
/] I)
model M/ ]_ lI « - - back-propagation
mean aggregation

. Create M(= 2; 2 is enough) identical models with different initialization (w/

warm up).
Train the models with both the task loss and an additional agreement loss.

Return one of the models.
_—7 _—7

Cross-entropy L;,sx K-L divergence between
model predictions L, ;..

a ~ Label X '
D

W) (= R
maa fikia O & =] & ]
Agree: Clean Liask Lagree Disagree: Noise X Liask Lagree

On clean data
» Lower agreement loss

On noisy data
* Higher agreement loss

» Focusing on task optimization « Task optimization proactively prevents

fitting those data

Z&C. Learning from Noisy Labels for Entity-Centric Information Extraction. EMNLP 2021
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Unsupervised Denoising: Co-regularized Knowledge Distillation \iiZ
Relation Extraction (FI) on TACREV NER (FI) on Relabeled CoNLL-03 Relation Extraction (FI) on TACREV
(~8% training noise) (~5.4% training noise) (varied noise rate via label flipping)
84 94.4 90
82.9
83 947 94.14 80
82 94 70
60
8l 93.8
198 93.6| >0
80 i 93.6 40
30
79 93.4
77.9 93.22 20
78 93.2 10
77 93 0
76 978 10% 30% 50% 70% 90%
75 96 Noise rates
B Bert-large W Bert-large ——Bert-base
B Bert-large + CrossWeigh (30-fold) M Bert-large + CrossWeigh (30-fold) ——Bert-base + CrossWeigh (30-fold)
H Bert-large + Co-regularized B Bert-large + Co-regularized ——Bert-base + Co-regularized

Merits of co-regularized knowledge distillation

« More robust than ensemble (e.g. CrossWeigh), especially when noise rates are higher

» More efficient (no redundant training/inference pass) and fine-grained denoising (instance-level)
» Applicable to any backbone IE models (see results w/ LUKE and C-GCN in the paper)

Z&C. Learning from Noisy Labels for Entity-Centric Information Extraction. EMNLP 2021




Our Continuing Studies

Robust Data Augmentation Perturbation Robustness

Efficient SAM with uncertainty-
based per-batch reweighting

: 1] 1 15 i ] ] in ] L0
2 a i S PR NS S oS - S S | 2 2

Ly

Denoising automatically augmented training data 5-SAM: fast adversarial parameter perturbation [EMNLP-22]

* Long-term uncertainty measure « Improving model robustness by finding flatter minima

« Consistency training between original data and

« Consistent improvement on IE, textual retrieval,
the augmentation

summarization, and NLU tasks

3.6-5.6% improvement on edit-based augmentation (EDA). : e o : :
2.7-4.6% improvement on CSQA with generative data Theoretically principled reweighting efficiently approximates

augmentation (G-DAUG). per-instance adversarial perturbation.

ZLZC. Sharpness-Aware Minimization with Dynamic Reweighting. EMNLP 2022
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Faithfulness Issues

IE systems may not faithfully extract what is described in the context

: : . Bill Gates ' isi Building 99 Microsoft . .
Entity relation extraction: paid a visit to g 59| of yesterday

According
to prior

Rel? knowledge

= Visit v FounderOf X = & 9

A

Prior knowledge (in PLMs) may lead to unfaithful extraction
event1 event?
Event relation extraction: | went to|see the doctor] However, | got more seriously sick. According
\ Y ! to statistics
Before? After?
OF e
ﬁ Before v/ After X i> 9 :
? =

(Statistically) Biased training may lead to unfaithful extraction
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Why Faithful IE Is So Important

’y% The amount of metformin absorbed while taking Acarbose was bioequivalent to the
) amount absorbed when taking placebo, as indicated by the plasma AUC values. However,
@ the peak Wmetformin was reduced by approximately 20% when taking
Acarbose 0 a slight delay in the absorption of metformin.
Drug-drug Interaction Interaction type: mechanism

more thahn ¥
Interaction type: binding

TOMMY70} the most frequent binding partner of|SA§-C/o'V-2 ORF9b} was identified in

Disease-target detection

More risky tasks where we couldn’t afford any GUESSES from unfaithful IE
Disease phenotype extraction from medical reports
Disaster event extraction from social media

API version compatibility detection from software documents
Travel event extraction from emails and meeting logs
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Spurious Correlation: Take Relation Extraction as An Example

What we hope the IE model to do

Bill Gates paid a visit to Building 99 of Microsoft yesterday.

Z Comprehend the context, and induce the mentioned
¢ A relation of entities.

D)

Relations should be inferred based on both mentions and the context

What it may actually do

Bill Gates =k 3 «&= = & ~_ = W] Y17 Microsoft =slordue. °
ﬂt Read the entities and guess the relation without o
mdaly referring to the context. () —~
‘D)

Relation prediction is no longer
attributed to the context.

Overly relying on entity mentions lead to a shortcut for RE

How do we mitigate the entity-relation

WCZCLLH. Should We Rely on Entity Mentions for Relation Extraction? Debiasing Relation Extraction with Counterfactual Analysis. NAACL 2022
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Debiased Training

Mention masks: mask out entity names with their types

EER oaid a visit to Building 99 of [ fSIEell vesterday. < Similarly for event RE, we can mask
using trigger types and tense

é Mask mentions in both training and inference
J\,\_l * Pro: reduces mention biases
« Con: loses semantic information about entities = performance drop

Instance reweighting: FoCal loss, two-stage optimization, etc.

= FL(pt) = —(1 — p)"log(p)

4\,\_)’ Upweight hard instances
-  Pro: reduces training biases by (indirectly) upweighting some “underrepresented” instances

« Con: hard instances are not always “underrepresented” instances

Lin et al. Focal loss for dense object detection. CVPR 2017 (FAIR)
Liu et al. Just Train Twice: Improving Group Robustness without Training Group Information. ICML 2021 (Stanford)




Our Strategy: Counterfactual Inference

Distilling model biases with causal intervention [Pearl and Mackenzie, 2018]

Instance: | Bill Gates paid a visit to Building 99 of Microsoft yesterday.

We view the Inference as f(X) = P(Y|X)=)Yz P(Y|X,E)P(E|X)

Original Prediction

Counterfactual instance: | Bill Gates Microsoft °
Distilling the entity bias f(e) = P(Y|do(X)) = P(Y|(X = e))
« Fix the mediator value e (entity mentions) @

 Intervention operation do(X) = e creates a counterfactual that wipes out the entire context
Entity-specific Bias

The difference: entity-debiased prediction f(X)\f(e)
« Estimating the Natural Direct Effect [Pearl and Mackenzie, 2018] from Xto Y

WCZCLYH. Should We Rely on Entity Mentions for Relation Extraction? Debiasing Relation Extraction with Counterfactual Analysis. NAACL 2022
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Our Strategy: Counterfactual Inference

Distilling model biases with causal intervention [Pearl and Mackenzie, 2018]

Instance: | Bill Gates Microsoft o
[Ge

We view the Inference as f(X) = P(Y|X)=Yz P(Y|X,E)P(E|X) o

Original Prediction

@
Distilling the (global) label bias f(x) = P(Y|do(X)) = P(Y|(X = X)) @
 Intervention operation do(X) = x encourages the model to make inference without seeing

any input data

Counterfactual instance: (%)

Label Bias

The difference: label-debiased prediction f(X)\f (k)
» Also estimates the Total Effect [Pearl and Mackenzie, 2018] of X

« Combining both effects
* Do not need to retrain the model
« Can easily adapt to different data distributions

The final debiased prediction: f(X)\f(e)\f (%)

WCZCLYH. Should We Rely on Entity Mentions for Relation Extraction? Debiasing Relation Extraction with Counterfactual Analysis. NAACL 2022




Our Strategy: Counterfactual Inference

Deducting the distilled biases from the original prediction

Original Instance (x :
@ Orig ) I I I Biased
2 Bill Gates paid a visit to Building 99 of Microsoft yesterday. ‘ = memnll prediction Y,
R N
. (2) Counterfactual instance w/o context (x, e) I
/ - - | |
- - deduct : :
¢ 'N":'x Bill Gates Microsoft ‘ S S u Entity bias Y, ,
e o o 4\%\'\\46&000

Empty counterfactual instance (x
@ Pty ()-lllll deduct

N @ ‘ R AR :
¥ F (Global) label bias Y;

-
Yﬁnal =Y, — A1}/3?:,6 — XYz I
[ N I B = : L
£ B e o) B s € o] -2 o & - Debiased prediction Y5,
e A1,A2 A\%‘\\‘AQ’% 0«\
\‘ Obtained NS
on dev set

WCZCLYH. Should We Rely on Entity Mentions for Relation Extraction? Debiasing Relation Extraction with Counterfactual Analysis. NAACL 2022
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Counterfactual Inference % ’

Fl-macro on TACRED Fl-macro on TACREV Fl-macro on Re-TACRED
65 72 71.8 83 82.8
64.4
64
63.1 i 62.9 71 81.5
63 : . 70.7 81.2
8l
62
61.4 70
80
6l 79.6
69-3 .
60 69 - 79
m IRE ® |RE+entity mask m IRE ® |RE+entity mask m |IRE ® |RE+entity mask
B [RE+reweight IRE+FoCal B [RE+reweight IRE+FoCal B [RE+reweight IRE+FoCal
m |[RE+CoRE (Ours) B |[RE+CoRE (Ours) m |[RE+CoRE (Ours)

Counterfactual inference can lead to more precise and fairer relation extraction.

*IRERroserTa IS ONE Of the best-performing sentence-level RE models (Z&C AACL 2022). Results are also available for LUKE.
WCZCLYH. Should We Rely on Entity Mentions for Relation Extraction? Debiasing Relation Extraction with Counterfactual Analysis. NAACL 2022
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Counterfactual Inference N |

Evaluation on adversarial TACRED and Re-TACRED.
« Filtered test sets where combinations of entities and relations have not appeared in training sets.
« Models cannot guess the relations trivially based on entity mentions.

Fl-macro on Adversarial TACRED Fl-macro on Adversarial Re-
75 73.6 TACRED

65
60

90
70 85.4
58.1 703
s64 O3 56.8 70 68.1 689 68.7
) l I I ) l l I
50 60

m IRE ® IRE+entity mask m IRE ® |RE+entity mask
B |[RE+resample IRE+FoCal B [RE+resample IRE+FoCal
B |IRE+CoRE (Ours) B |IRE+CoRE (Ours)

Significantly more faithful relation extraction shown on OOD examples.

WCZCLYH. Should We Rely on Entity Mentions for Relation Extraction? Debiasing Relation Extraction with Counterfactual Analysis. NAACL 2022
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Our Continuing Studies in This New Direction

Faithfulness in IE is still an underexplored research direction.
. More Complex Artifacts in Entity Typing General-purpose Feature Debiasing
Mention-Context bias
Input: Last week | stayed in Treasure Island for two nights when visiting —— . . .. i
Las Vegas. -. . I : i : i k. " .
Gold labels: hotel, resort, location, place P, B el R
Pred labels: island, land, location, place ~" 4.0 .4 F 1| I g
- . T E : i I = il I: l. ! I! 1
G | ] -
I. [ L} | I
! -!! - '! O Rl B ‘
1 . - i |
o et :"'-u L
: .1 1|
: b [ A I I a0 !
ISLAND . | N R - [ ]
as Vegas ' i ! 4 : ! 5
' BN wa N I || ' o
" “n I e B
T I B b |
Dependency bias Criginal Attention Flow LATTICE Pij=|i-jj ®#—e Pij=Pmax e—e
' Year Ti Rele Year Ti Rele
Input: Most car spoilers are made from polyurethane, while some are Structural f .
made from lightweight steel or fiberglass. A‘gﬁ?% - | "gg:?':‘:g_
Gold labels: part, object s
Pred labels: object, car, vehicle ~"
+ pronoun, lexical overlapping, name frequency, overgeneralization « Attention smoothing, perturbation, constrained PoE
- Counterfactual data augmentation to address them all » Feature-equivariance learning
XWLDC. Does Your Model Classify Entities Reasonably? Diagnosing and Mitigating Spurious Correlations in Entity Typing. EMNLP 2022
WXSC. Robust (Controlled) Table-to-Text Generation with Structure-Aware Equivariance Learning. NAACL 2022




Agenda

1. Noise-robust IE

model 1 J— !
.

model 2 J—
.

B :
model M }4
\. —

aggregation of p("

q

4 M
top

2. Faithful IE

' Eugenio Vagni, the
of the ICRC

I

1

I
‘ l
 Notter of Switzerland, and Mary | ::>1 N

. : 1 \O X\

' Jean Lacaba of the Philippines, ! v'\‘\\ o

I

I

I

I

|

I

| were

 worker

] comparing
counterfactual ~ ________JdL 7
analysis

released

Italian 1
]
Andreas !

by then \hui

4. Future Directions
I
N~

—
i
-~ \ 000\ /
N\

3. Indirectly Supervised IE

Automatic Text

Summarization »
[Ewa [Ps

o

hurt

cascaded = ordered

* BEFORE => INCLUDED
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Two Forms of Indirect Supervision

|E suffers from insufficient supervision [T IR
insufficient supervision

% ﬁ °
g @ /) "
\ | . \
v ) Decision Decision
Data | P g™ Space 1 Space 2
Annotation ) .
=

Direct annotation is difficult and expensive Can we bridge the supervision of different tasks?

Two Forms of Indirect supervision

Automatic Text

ripping » monitor Summarization . \
~ s )
/ o |' » = ~ =
/ \\\2
hurt I ,)
-

\ Natural P
cascaded === ordered Language . J

Inference &
+ BEFORE => INCLUDED

(Logically) Constrained Learning Cross-task Transfer
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Constrained Learning: Bridging Learning Resources with Logical Constraints

Take Event Relation Extraction as an Example
« Temporal relation extraction (Before, After, ...)
 Membership detection (Subevents, Coreference)

On Tuesday, there was a typhoon-strength [ e,. storm ]
(e1:storm) in Japan. One man got (eq:killed) Parent- Parent-
and thousands of people were left stranded. Po- event Parent- event
lice said an 81-year-old man (es:died) in cen- event

tral Toyama when the wind blew over a shed, Before
trapping him underneath. Later this afternoon, - [ e,. got killed ]_[ €,. d|ed } """ ’[ e, canceled ]

with the agency warning of possible torna-
does, Japan Airlines (e4:canceled) 230 domestic -
flights, (es:affecting) 31,600 passengers. Befor~e~"

\

Parent-
B efor € event

-~

~~- \
~~~ \A v
-~
o

"“{ e, affecting ]

A

A
h. h. Implication
e1:storm is PARENT of e4:canceled => e1:storm is BEFORE e4:canceled
Conjunction
e3:died is BEFORE e4:canceled ne4:canceled is a PARENT of eb:affecting =>
TempRel Corpora Membership Corpora  €3:diedis BEFORE eb:affecting

(MATRES, TB-Dense, etc.) (HiEve, ECB+, etc.)

Could we connect these supervision data?

Implication, Negation, ...

Use logical constraints!




Logical Constraints Of Relations

S\

Dependency of Decisions

Symmetry Transitivity

e3.died is BEFORE e4.canceled e1:storm is PARENT of e4.canceled

=> e4:canceled is AFTER e3.died ne4:canceled is a PARENT of eb:affecting
=> e1:storm is a PARENT of e5:affecting

e,: storm

Parent-Child Parent-Child

Parent-Child

e3.died is BEFORE e4.canceled —
ne4:canceled is a PARENT of eb:affecting T~ Before "~ Before Parent-Child

=> e3:died BEFORE eb:affecting

(we also consider Implication and Negation)

e;: affecting

1
L
.I

Goal: incorporating logical constraints into neural model training.
. Learning to provide globally consistent predictions
. Providing indirect supervision across tasks/decision spaces

WCZR. Joint Constrained Learning for Event-Event Relation Extraction. EMNLP 2020




Incorporating Logical Constraints in A Neural Architecture

Using product t-norm model constraints as differentiable functions

® L¢ Conjunction Loss: afer, ex) A Bles,e3) = v(er,e3) [=
aler, ea) A Blez, e3) — —d(er,e3) [=

La Task Loss:

Training Objective:

T —=r(e

1,€2) [=

L=Ls+ AsLs+ AcLc

— Wy 108 T (e; e,)
e Ls |mplication Loss: a(e1,e2) — aleg,e1) [=

SSkes

7

Symmetry and negation are subsumed
by implication loss; Transitivity is also

log eq,e0) ™ log @(82,61)

Constraints become entropy regularizers

captured by conjunction |oss.

log a(el,ez) + lOg B(ez,eg) _ 1Og 7(81,63)
log Q(ey,eq) + log 6(62,63) - log(l - 6(61,63))

N B PC CP CR NR BF AF EQ VG
PC| PC, —AF - PC.—-AF |~CP, =CRBF, =CP, =CR - BF,-CP, -CR| -
CP _ CP, =BF CP, -BF |-PC, -CR _ AF, -PC, -CR|AF, -PC, -CR| -
CR| PC, -AF CP, -BF CR, EQ NR |BF, -CP, -CR|AF, =PC, —~CR EQ VG
NR| —CP,-CR | —PC, -CR NR - - - - -
BF |BF, —CP, -CR - BF, -CP,—-CR| -  |BF, —CP,-CR - BF, -CP, -CR|—AF, -EQ
AF _ AF, —PC, -CR|AF, —-PC, -CR| - _ AF, =PC, -CR|AF, -PC, -CR|-BF, =EQ
EQ —AF —BF EQ —  |BF, —-CP, =CR|AF, —=PC, -CR EQ VG, —=CR
VG - - VG, -CR - —AF, -EQ | —BF,—EQ VG -

Capturing 80 constraints in total
WCZR. Joint Constrained Learning for Event-Event Relation Extraction. EMNLP 2020




Joint Constrained Learning

Temporal Relations

Constrained
Learning

BiLSTM
Layer

RoBERTa
Embedding

Sentence

Loss Function: L =L+ AsLgs+ AcLc

(€4, €5) (€4, €9 (€5, €3)
TempRel 0.7/0.1/0.1/0.1 0.5/0.1/0.3/0.1 0.8/0.8/0.0/0.1
HierRel 0.6/0.2/0.1/0.1 0.4/0.2/0.1/0.3 0.1/0.2/0.0(0.7

Common Sense
Features

Forward Direction
Backward Direction

One-hot POS tags
Last Hidden Layer

Subtraction + Hadamard

}

there was a typhoon-strength storm an 81-year-old man died  Japan Airlines canceled 230 flights

e, €,

WCZR. Joint Constrained Learning for Event-Event Relation Extraction. EMNLP 2020

€4

=W
Subevent Relations (Memberships) Implication and conjunction constraint losses
Event Coreference |
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The Joint Constrained Learning Architecture

85

80

75

70

6

(9]

6

o

5

(0, ]

50

FI on MATRES for TempRel Extraction FI on HiEve for Membership (Subevents and
coref) Extraction
65
60 59.5
55
50 489
46.5
) .
B CogCompTime (Ning+ 2018a) ® TemPerceptron (Ning+ 2018b) 40
B BERT-SSVM+MAP (Han+ 2019) = LSTM+CSE+ILP (Ning+ 2019) B TacolM (Zhou+ 2020) ® Joint learning w/o constraint
W Joint learning w/o constraint M Joint constrained learning B Joine constrained learning

Key Observations

Constraints are a natural bridge for learning resources with different sets of relations
Adding constraints sufficiently enforces logical consistency of extraction, surpassing ILP in inference
(w/o constrained learning) by 2.6-12.3% in ACC

WCZR. Joint Constrained Learning for Event-Event Relation Extraction. EMNLP 2020
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Automatically Learning Constraints

Some logical constraints can be hard to articulate.We should automatically capture them!

Former Penn State football coach,derry Sandusky posted (e1)
bail Thursday after spending ag/night in jajl following a new

Event-event relations are related to narrative segmentation round of sex-abuse charges (€2) flled against him. Sandusky

. P . secured his release using” (e3),$200,Q00 in real estate
* Subevent relations happen much more often within the same narrative segment noiings and a $50,000 certified check provided (e4) by his

wife, Dorothy, according to online co"urt record ... He was also

[I_U kaS|k+ EMNI—P‘zo] charged (e5)<ast month with abusging e\lght boys, some on

campus, over 15 y , allegation;’ that were not immediately

An (implicit) soft logic constraint. How do we capture it? people at Penn State apparently knew about'them. In all, he
faces more than 50 charges (e6). The scénd | (e7) has
resulted in the ousting (e8) school Presidént Graham
Spanier and longtime coach.Joe Paterno.

Constraint Learning

Training a single-layer rectifier network on all ““triangles” to identify legitimate structures

:> - Estimates probability of a <
- N L ’ X b ChC . &
W XD 20 ' U(l 2 el e Xx k)) legitimate triangle

k=1

Parent-Child

S —
—_—

Different Segment

Adding constraint losses according to the the rectifier estimated “truth values” of constraints
K
Leons = —log (0(1 — ZRCLU(Wk - X+ bk)))
k=1

WCR. Learning Constraints and Descriptive Segmentation for Subevent Detection. EMNLP 2021
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Automatically Learning Constraints
T
Subevent detection (FI) on HiEve Subevent detection (FI) on Intelligence
53 Community
52.2 60
52
50 45.8 48.1
51
40
50 49.7
30
49 20
48 10
47 0
B TacoLM (Zhou+ 2020) W Araki+ 2014
B Constrained learning (our previous) B Constrained learning (our previous)
B Constraint learning + segmentation (ours) B Constraint learning + segmentation (ours)

« Constraint learning automatically captures soft constraints
« Allowing more indirect supervision signals to be introduced (from narrative segmentation).

WCR. Learning Constraints and Descriptive Segmentation for Subevent Detection. EMNLP 2021
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Indirect supervision via Cross-task Transfer “W'v

Ultra-fine Entity Typing Relation Extraction
« >10K free-form types .
» Very few clean training cases (~2k) Automatic Text =
Once Upon Andalasia is a video game based on the film of the Slﬂnarization * ,)
same name. [ E » = J
film, art, movie, sho‘.wv, entertainment, creation . )

Indirect Supervision from Natural language Inference Abstractive summarization as indirect supervision

' In fact, Chrysler needs to convince investors it is on the right track if it wants to pay back

biltions s logmns fromthe U1.5-and Conadien govermmients * Viewing relations as one kind of salient information
‘ to be summarized
( Chrysler is a company. ﬂ — — ) ) ]
Hypotheses by TRUE labels » Transfer-tuning a summarization model for
e constrained decoding of verbalized relations
( Chrysler is a sea-bird. y — @ — . =
SR EeEhaieE b RSN TahalR Close to SOTA performance using only 5% of training

data on TACRED

The first to reach >50% F1 (for >10k types) on UFET
Excellent generalization to unseen types

LY C. Ultra-fine Entity Typing with Indirect Supervision from Natural Language Inference. TACL 2022
LHZMC. Summarization as Indirect Supervision for Relation Extraction. Findings of EMNLP 2022
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1. Noise-robust IE 2. Faithful IE 3. Indirectly Supervised IE

aggregation of p" to p™
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H 1
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Thinking Across Documents

® Inducing relations across documents (2 Consolidating unevenly distributed knowledge
ibling
Nefertari ‘Merneptah ) ; o e E\‘l
Nefertari married Ramesses II Merneptah ... was the fourth p Sfankelins e == m
o ke o i ot [+—+| ot s 5. Cocmet Pt s £ ﬁ\ -~ ia — Novel
Khoposhe, he. eidest was. Or Ramesses Il and ony came 1o \ 34 e
own Prince and .. power because ... . . N » C i
| 5 % ({a : ;& FERTA4TF Monogatari (story)
Meritamen ‘Bintanath Merneptah 5 ‘,‘ Love Story
Meritamen appears as the fourth ... A statue from Helacleopolls - 5§ =3 H
Fjaughler in the list of daughters L | depicts both Bintanath and her / &R Royal fam'ly Story
in Abu Simbel Iand I'fad at least mstlear Mer!tamen e In anuﬂ'nlar g,r,‘. . .
iué'.*zrﬁmff-,'gc“:"s Amun, E%“;[ﬁ:ﬁ:”i‘{;;‘;‘;f: il Realistic novel
erneptah ... i . .
L ¥ Ancient literature

~57.6% of Wikidata (En) facts do not find mentions in
the same Wikipedia article [Yao+ 2021]

(3 From understanding “what the text says” to Many more challenges to IE
“what is happening”

How many ba;,uettes are eaten in France? ’ MUItl-hOp reasoning

‘ e ' « Consolidation
« Tracking information pollution
* Long-form document modeling
« Mitigating frequency biases

1 the Carribean?
How many peop

cP(wine is produce

How much gasoline are the Germans consuming? % A I O n g Way to g O

How many sheep are born in New Zealand?
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Accountable Indirect Supervision

Decision choices for indirectly supervised learning needs to be accountable

Measuring the Affinity of Indirect Supervision Signals Finding Indirect Supervision from the Model Hub

(o o) .
, 1 ‘= Hugging Face
Automatic Text s w
Slljlrgm:r;:atfon I - 11‘ Models 79,308 ter by name v Add filters
[E = . . 1m-roberta-b
How informative is the P ) i _.I.':_’:__EI Sl |
source-task data? P
Natural y
Language : o - bert-base-uncased
Inference & What is an efficient and precise e

measurement?

Efficient Adaptation of Large Models to Indirect Supervision
) - i ~
1 Add & Norm Frozen

|
Feed-Forward Network Trainable

I

)
J
Add % Norm )
J

How compatible is the
pretrained model? g

Multi-Head Attention

T (Y Y

eeb—0 | [ [eh— et

[h([CLS])} [Sentenceﬂ [h([sep])} [Sentencez} [h([SEP])]

Gradient-based instance attribution?

-
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Selective Extraction

In inference, |IE models need to know when to not extract

Dr. graduated from in 2015 . Dr. did not attend _
- ITE = ORG IE models can be exposed to many

exception cases in real-world application.

LC 4 attended [abstain]
A TS
oD s

A A
® 0
® Lee ¢ " °,
AOA ___—— Ae g
A ® A o
o ¢ :
. :
A ® A ® k :E
. ce T Lcont .... AA
® Yo | NYLXY
A Xoop i 00
Increase inter-class discrepancy = Better OOD detection Softmax Response, Monte-Carlo Dropout, etc.

ZLC. Contrastive Out-of-Distribution Detection for Pretrained Transformers. EMNLP 2021




IE for the Common Good

Medicine and Healthcare

\‘.\\\Q%&\vs\“

Drug-drug Interaction

{0}« {CO,, Glucose,

Hemoglobin, pH, O,}
—e

{Glucose, ®— {Hematocrit, Hemoglobin,

Hemoglobin, O,} MCHC, Platelets, PT,
Erythrocytes}
{Glucose, *—
Hemoglobin, CO
g 2} {Chloride}
—e

{pH, 0,} €]

v
Lab Events

David Geffen
School of Medicine

Microsoft’

Research

Programming Education

=1 SIALRUVET IUW o

Fome Load data from txt with pandas Ask Crioeon
PUBUC Asted 5yows, Bmonths ago  Acte T month age  Viswec 417k Smas
© stack Overfiow |
Tin 1 am loading A be fila contanig A mix of faat and sinng dasa. | aant 1o stara tham n an atay whamn | oy
o can accass each alamant. Naw | am (ust dong i
Utens 107 Coding Salsrise in 2)18: Updating I
irport sandas ss pd Stack Ovarfiow & or

dota = od.read_csv!'outout_List.tet!, heacer = Novel

print daza IMHO: The Mytical Fudistack Enginse

Firg: "0 Fre
=10 - Ihis & the structurr af the naut fia: 1 8 2908.8 70.7436942117 134778360421 Fostured on Mets
FH110_address. tat

Now the data are impariad as a urique calurin. How can | divide &, 50 to store different elements
separately (sc | can call data[l,]] J? Ard kaw car | define a Feadsr?

phon b sondee

ashnd Fuc 4 14 of 148

. R
1031 <5 « 4 » 4y

Task
Do Sentiment Analysis _\
has-a conf. 0.9 7/ AN \ has-a conf: 0.9
.................................... has-aconf: 0.8 has-a conf:05 ___ ___ _ has-a_confO.7 N ...
Action Actiony, Action Yy Action ), Action
Procedure before beforg before
Knowledge : Load Data ———>° , Tokenize —0efore , Handle Negation Stemming ——— Classify
e R BT F
performs conf: 0.9 performs performs  performs  performs
API | ! ’___._faster____‘_éApl Model / Model s wodel '\
has-a—> has —> split conf0.9 ; Naive Logistic
Lb 7 read csv ) - ) word_tokenize = ssees «—> SVM «—> !
¢ Lib / \ alternative —> - Bayes w0 Regression
’ f: 0.9 -
Randag yields Python yields oo has-a is-a
TAN APl AN
Error & Error J
NLTK NaiveBayesClassifer

ValueError — when
~ N 7

conf: 0.8 when _— EmptyDataError
e

J— i P has-a

‘String does not contain the delimiter

“file has no columns”

Low-resource domains that particularly
* need indirect supervision and constrained learning;
« suffer from noise and faithfulness issues.
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